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Abstract 

 
The main techniques used for the spatial analysis  of Urban Crime can generally 

be traced to crime mapping techniques, which are mere representations of crime dis-
persion over a specific urban area without any statistical modeling of its correlation 
with the urban structure of the city or any group of socio-demographic and economic 
variables. In this work, as a proposal to overcome the aforesaid limitation, we ana-
lyze the crime occurrences, recorded at street level, in a highly populated district of 
the City of Genoa, and we use different statistical models to study crime events in 
relationship with the context in which they happened, interpreting the urban layout 
of the roads network as a lattice 
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1. Introduction 

 
Crime analysis can be defined as the systematic and timely study of 

crime events and disorder problems, in order to assist the police 

and the local governments in the reduction, prevention and evalua-

tion of criminality (Gottlieb et al., 1994; Emig et al., 1980, Vellani 

& Nahoun, 2001, Boba, 2012). 

Crime is certainly a multidisciplinary topic and its analysis 

needs a deep comprehension of all the factors responsible for crime 

occurrences, particularly the demographic and economic features, 

as well as the spatial and temporal characteristics of crimes. Soci-

ologists and criminologists identify as risk factors mainly socio-

demographic elements, such as the residential density within urban 

areas, the inequality in income distribution, the level of poverty and 

the lack of education; on the other hand, planners and architects fo-

cus the analysis of crime on the influence on crime events, of the 

spatial configuration of a specific area. Both these approaches have 

been highly explored during the last past years; as a consequence a 

dense literature exists on the factors able to affect the criminality of 

a specific area and on the techniques introduced to evaluate and 

understand the relative risk of different areas.   

The interest in the analysis of crime in its place (Weisburd et 

al., 2009). has received a great boost thanks to development in com-

puter technologies and to the availability of electronic and geo-

graphical data; as a result new spatial statistical methods have been 

introduced to facilitate the work of local governments and law en-

forcement in the fight against crimes and social disorders, pushed 

by the idea that “space matters”.  

One of the most common approach used by the police and 

by the local governments to understand the distribution of crime 

over a defined area (e.g. a city) is the crime mapping. The modern 

crime mapping techniques permit to visualize crime events on a 

map in order to analyze the distribution of crimes in the space and 
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to identify crime incidents patterns (Boba, 2012; Weisburd & 

McEwen, 2010; Paulsen & Robinson, 2009). The aim of crime 

mapping is to geographically locate criminal occurrences in order 

to detect hot spots and to organize efficiently police interventions 

and patrolling duties in these crime concentrated areas through the 

use of a Geographic Information System (GIS) (Chainey & 

Ratcliffe, 2005, Murray et al., 2001). Using different types of 

graphical representations, such as point maps, areal maps, line 

maps and buffer maps, (Boba, 2012) it is easy to detect the exact 

point or area in which a crime occurred with a high level of preci-

sion, moreover it is possible to obtain further information on the 

time of the occurrences and on the features of the victims and of 

the offenders. Finally by comparison the maps recorded in different 

periods, the authorities can study the evolution of crime over time 

to identify trend of long and short period.  

In addition to a visual analysis of crime events, an important 

step towards the interpretation of spatial patterns of urban crime, is 

the study of the specific socio-demographic, economic and config-

urational characteristics for the analyzed area and, more specifical-

ly, the places where criminal events occur.  

The interest in geographic criminology begins during the 

19th century in France and in Belgium after the publication of the 

first geographical map of crime: in 1829 Michel Andrè Guerry and 

Adriano Balbi published a paper map representing the distribution 

of crime over the departments of France between 1825 and 1827. 

The interest of Guerry was not limited to the representation in map 

of statistical data; indeed, in 1833, he analyzed the distribution of 

crimes according to the poverty, the lack in education and the den-

sity of population of the departments but he concluded that these 

variables are not directly causes of crime occurrence. Some years 

later, the Belgian statistician and astronomer Quetelet (1984) exam-

ined crimes in relation to poverty claiming that most crimes were 

committed in departments where people from inferior classes lived: 
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the only exception was found for crimes against properties which, 

obviously, were more frequent in wealthy provinces. The attention 

given to space and context in criminology significantly developed 

during the 19th century thanks to the members of the School of 

Chicago; the most active members of the School, among the others, 

Robert Park, Wiliam Thomas, Ernest Burgess, Louis Wirth, 

Clifford Shaw and Henry McKay, gave impulse to the development 

of theories on the criminology of place. In particular they focused 

on the understanding of the causes of crime in the American cities: 

they identified the social disorganization (Thomas, 1966), the pov-

erty, the racial heterogeneity and the residential mobility as reasons 

for the occurrence of high levels of crime. Furthermore they tried to 

identify similar patterns of crime among different cities, to under-

stand if they were associated with similar socio-economic envi-

ronments (Shaw & McKay, 1942).  

Starting from 1960s Jacob (1961), Newman (1972) and Jef-

fery (1977) developed the idea of a connection between crime and 

the environmental features; they developed the so-called Ecological 

Theory of crime which supports the idea of a need for natural sur-

veillance - the so-called eye of the street - (Jacobs, 1961)  to reduce 

the number of crime committed; in detail they pointed out the im-

portance of creating spaces where residents could gather, in order 

to increase the liveliness of suburbs, reducing the urban decay and 

the fear of crime; these ideas paved the way, during the 1980s, to 

the development of “situational crime prevention” (Clarke, 

1983,1992,1995). According to the followers of the situational 

crime prevention, in order to reduce the number of crimes, it is 

necessary to reduce the opportunities of committing a crime, be-

cause “opportunity makes the thief” (Felson and Clarke, 1998). 

These ideas led to the increase in the attention, for crime analysts, 

for urban design details (such as turnings, street lighting, access 

streets, housing design) and to a deep study of the spatial configu-

ration of the streets conducted through the Space Syntax methodol-
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ogy (Hillier, 1988). The Space Syntax analysis studies, through 

quantitative measures, the configurational properties of urban space 

(Hillier & Henson, 1984) and paved the way to the improvement of 

the Crime Prevention Through Environmental Design (CPTED) 

(Jeffery, 1977). Thanks to the increasing in the number of measures 

used in the Space Syntax Analysis, it became possible to compute 

the relative degree of accessibility, connection and integration of 

each street in its urban network. Among the others, Beavon, Bran-

tingham and Brantingham (1994) analyzed the street structure and 

its dependence with crime volumes: they found out that streets with 

many twist and turns are fuller of crimes.  

During the last thirty years a new theory on the widespread 

of crime emerged: according to the Routine Activity Theory the 

number of crimes increase if the number of opportunities for crimi-

nals rise and if the society lacks an adequate surveillance against 

crime (Cohen & Felson, 1979); indeed crimes are often committed 

in places where the victims and the offenders hold their routine ac-

tivities, for example work, leisure or social interaction and where 

they satisfy their basic needs (Eck & Weisburd, 1995). This theory 

focuses on space because place is considered an explicit cause of 

the human actions, including committing offences. Some empirical 

studies are in favor of this theory: Cohen and Felson (1979) used 

the Routine Activity Theory to explain the increase in the number 

of crimes in American cities; as instance they pointed out that, with 

more women working, a larger number of houses were empty dur-

ing the daytime and this fact led to the rise in the number of rob-

beries increasing the vulnerability of suburbs. Roncek (1981) found 

out that in Cleveland streets with schools and bars are highly crime 

dense, while Rice and Smith (2002) and Smith and Clarke (2000) 

identified the places near commercial stores as particularly risky. In 

this context, some studies on the relationship between crimes and 

transports have been developed by Smith and Clarke (2000) and by 

Block and Davis (1996): they conclude that the structure of the 
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public transport system can influence the number of crimes com-

mitted: in fact higher levels of crimes are recorded near stations 

and bus stops.  

So, during recent years a new interest for a combined study 

of socio-demographic and spatial factors in the analysis of crime 

has emerged. In fact, although crime mapping is certainly the more 

immediate way to obtain quick information on an area, it could be 

interested to study the relationship between urban crimes and the 

socio-demographic and spatial features of an area. Indeed the study 

of crime in the context in which it happens could bring to the iden-

tification of local risk factors helping the local governments in 

drawing up policies for Urban Safety.  

In the last thirty years, some authors have already explored 

the relationship between crimes, environment and social and de-

mographic features. Weisburd et al. (2009) collected some papers 

presented in September 2006 at the Netherlands Institute for the 

Study of Crime and Law Enforcement; all the articles focus on the 

simultaneous analysis of crime and place and they highlight differ-

ent factors responsible for crime increase.  

With these considerations in our mind, in this work we pro-

pose a way to integrate a spatial analysis of crime, studying it in re-

lationship with various context variables suggested by the scientific 

literature (Wilsem, 2009, Nubani & Wineman, 2005). The innova-

tive approach herein proposed is based on the possibility of linking 

all these information at street level so that each street becomes a 

statistical unit to which we associate its crime occurrences and its 

particular values of the context variables. In particular we compare 

the effectiveness of a statistical model using three sets of context 

variables: socio-demographic variables, economic variables and 

configurational variables (representing the topographic structure of 

the urban layout).  

Although it is not possible to express a precise causal effect 

of crime occurrences from many of the variables whose use we 
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propose in the following, it is anyhow reasonable to sustain their 

correlation. The models presented in this work should be thought as 

instruments to identify concomitant variables which should help the 

public decision makers (i.e. Prefect, Municipal Councillor and Di-

rectors) to understand why in some streets there are more occur-

rences than in others and to suggest on which variables they should 

act to give a proper response to crime hot spots. 

In this work we compare the results of some of the most 

commonly used statistical models whose characteristics are ade-

quate for a first explorative study on the data available. We started 

the analysis with the construction of a traditional stepwise linear 

model, passing through spatial models (simultaneous autoregres-

sive and conditional autoregressive) and concluding the discussion 

using count data models (negative binomial and zero inflated nega-

tive binomial). Proper and more advanced models (e.g. Besag et al. 

1991) are under implementation and their results will be published 

in some future works. 

 

 

2. Data Available 
The data used in this work derive from three databases 

owned by different Institutions and their convergence to a unique 

dataset has been possible thanks to an official collaboration be-

tween the Municipality of Genoa and the University of Genoa; all 

data are available at street level. 

 The first dataset, provided by the Territorial Office of the 

Municipality of Genoa, contains the urban graph of a highly popu-

lated district of the City of Genoa: each street, called axis, can be 

geocoded using a coordinate system and it is defined by an initial 

and final point. The streets are therefore part of a connected urban 

network, or graph, composed, in total, by 83 streets; the network 

configuration has been analyzed according to a technique named 

Space Syntax Analysis (SSA). SSA provides a method for parti-
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tioning a spatial system into relatively independent but connected 

subspaces so that the importance of these subspaces can be meas-

ured in terms of their relative nearness or accessibility (Hillier & 

Hanson, 1984). A vast number of variables can be measured on 

each single axis of an Urban Graph through the means of the SSA; 

among them, we chose a set of variables which proved itself to be 

particularly effective in this context (di Bella et al., 2011): Integra-

tion (a measure of the centrality of an axis in the urban graph), 

Choice (the ratio of geodetic paths in the urban graph including a 

specific axis) and the Line-Length (a measure of the length of a 

street). We decided to include these variables in the analysis be-

cause some literature inspired by the Ecological Theory (Newman, 

1973) have found strong correlations between certain types of 

crime and spatial and configurational features of the streets 

(Rengert, 1980; Shu, 2000; Hillier & Shu, 2000). 

The second dataset contains the complaints collected by the 

local Carabinieri Station from 01/01/2009 up to 27/07/2010; all the 

crime events are geo-coded at street level, on the basis of the place 

in which the crime occurred. These data are classified according to 

a standardized sorting of types of crime in three main different cat-

egories: violent crimes (e.g. attacks and murders), predatory crimes 

(crimes agaist property: thefts, robberies) and damages and fires 

(actions of vandalism).  

 

Table 1: Distribution of crimes on the 83 streets 
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This division permits to identify different patterns of crime 

for different typologies of offences; in fact, different types of crime 

are often associated with different social and spatial features 

(Dunn, 1980). As Hillier and Sahbaz (2008) said different crimes 

are facilitated by different kinds of space; for example muggings 

are more frequent in crowded streets, while burglary is easier in 

isolated and uncrowded streets. The largest category of crimes is 

composed by crimes against properties accounting for 916 crimes 

in the period considered; the second category of crimes is com-

posed by damages and fires (700), while the smallest typology of 

crimes is formed by violent crimes (46). As is evident from Table 1 

a lot of streets count for zero crimes, in particular, for what con-

cerns the violent crimes for which the 70% of the streets don’t rec-

ord any crimes. 

The third and last dataset, provided by the Demographic Of-

fice of the Municipality of Genoa, refers to demographic and eco-

nomic characteristics of the district at street level (e.g. residents per 

axis, number and types of commercial activities, number of recrea-

tion activities).  

As a first step of the analysis we have selected a set of vari-

ables from the dataset available according to their explicative ca-

pacity. For what concerns the graph of Genoa and the SSA 

measures, the variables considered in the analysis are Integration, 

Line-Length and Choice (di Bella et al., 2011). According to the 

demographic variables we have selected as particularly influencing  

the number of residents for each street, the number of residents for 

nationality and the percentage of foreign people; in particular we 

introduced in the analysis the foreign people coming from the main  

ethnic communities in Genoa, which are Ecuador, Albania, Roma-

nia, Morocco and Peru. Finally we have considered the socio-

economic layout of the street, in particular the total number of 

shops, the number of recreation activities and the number of shops 
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authorized to sell alcohol as a measure of the alcoholic risk of the 

street (Gorman et al., 2001).  

These variables have gone through additional re-

elaboration, in order to create new variables, from the aforesaid 

ones, particularly important for the description of some demo-

graphic and economic phenomena. In detail we compute the varia-

bles Residential Vocation, obtained as the ratio between the num-

ber of shops with a mainly residential vocation (i.e. whose main 

business is for local residents) on the total number of shops, and the 

Commercial Vocation as the ratio between the shops with a mainly 

commercial vocation (i.e. whose main business attracts clients from 

other areas) on the total number of shops. Moreover, in order to an-

alyze properly the presence of foreign people in the district, we use 

the division of the nationalities of origin of the residents according 

to the level of the Human Development Index (HDI) proposed by 

the United Nations Development Programme (UNDP, 2011); we 

computed the number of residents in each street for each level of 

HDI in order to detect a possible dependence of crime on the medi-

um and low level of this index (variable HDI_LOW).  

Although data are available at single-street level, in order to 

protect the privacy of the information, data are herein presented in 

an aggregate form, without any particular mention of the names of 

streets. 

Table 2 and Table 3 contain a brief description of the varia-

bles included in the stepwise procedure and some descriptive statis-

tics. As is clear from Table 3 the lengths of street and population 

size vary significantly across the streets. 

 

 

 

 

 

 



 

13 
 

Table 2  Variables considered 

Variables code Variable description 

CRIMES_ TOT Total number of crimes 

CRIMES_DAMAGES Number of damages and fires 

CRIMES_PREDATORY Number of crimes against properties (theft, rob-

beries) 

CRIMES_VIOLENT Violent crimes against person (murders, attacks) 

LINE LENGTH Standardized measures of the length of a street 

CHOICE The ratio of geodetic paths in the urban graph 

including a specific axis; it is a standardized var-

iable 

INTEGRATION Centrality of an axis in the urban graph. It is a 

standardized variable 

NUMBER OF SHOPS Total number of shops in the street 

COMM_VOCATION Ability of the shops to attracts clients from other 

areas 

RES_VOCATION Shops with a main business addressed to local 

residents 

RES_0.18 Number of residents (age: 0-18) in percentage of 

the total number of residents 

RES_65 Number of residents (age: > 65) in percentage of 

the total number of residents 

RES_TOT Total number of residents 

ALCOHOL_SHOPS Number of shops authorized to sell alcohol di-

vided by the line length 

HDI_LOW Number of born in countries with low human 

development index level 

PERC_FOREIGN Percentage of foreign people 

PERC_ECUADOR Percentage of residents born in Ecuador of the 

total number of foreign people. 

PERC_ALBANIA Percentage of residents born in Albania of the 

total number of foreign people 

PERC_ROMANIA Percentage of residents born in Romania of the 

total number of foreign people 

PERC_MOROCCO Percentage of residents born in Morocco of the 

total number of foreign people 

PERC_PERU Percentage of residents born in Peru of the total 

number of foreign people 
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Table 3 Variables considered –  descriptive statistics – 

  Mean 
Standard  
Deviation 

Min Max 
 

CRIMES_ TOT 
 20.54 31.23 0.00 160.00 

 

CRIMES_DAMAGES 
  8.43 12.34 0.00 74.00 

 

CRIMES_PREDATORY 
 11.54 19.29 0.00 81.00 

 

CRIMES_VIOLENT 
  0.55 1.17 0.00 6.00 

 

LINE LENGTH 425.37 488.74 16.08 3,031.32 
 

CHOICE 0.00 1.00 -0.38 5.35 
 

INTEGRATION 0.00 1.00 -5.30 1.37 
 

NUMBER OF SHOPS 10.19 23.44 0.00 133.00 
 

COMM_VOCATION 1.95 3.92 0.00 17.13 
 

RES_VOCATION 2.53 4.35 0.00 18.73 
 

RES_0.18 0.14 0.05 0.00 0.37 
 

RES_65 0.26 0.08 0.00 0.56 
 

RES_TOT 519.08 608.82 3.00 3,192.00 
 

ALCOHOL_SHOPS 0.00 0.00 0.00 0.02 
 

HDI_LOW 38.45 56.68 0.00 302.00 
 

PERC_FOREIGN 0.10 0.07 0.00 0.40 
 

PERC_ECUADOR 0.21 0.18 0.00 0.61 
 

PERC_ALBANIA 0.08 0.11 0.00 0.67 
 

PERC_ROMANIA 0.09 0.13 0.00 1.00 
 

PERC_MAROCCO 0.03 0.07 0.00 0.33 
 

PERC_PERU’ 0.07 0.10 0.00 0.60 
 

 

 

3. Statistical Models 
In this work we estimate five different models on the three 

typologies of crimes (crimes against properties, damages and fires, 

violent crimes) and on the total number of crimes, for a total of 20  
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models. To keep the results obtained comparable among the models 

estimated, we defined a set of explicatory variables, from the ones 

described in section 2, using a mixed stepwise procedure to select 

them. The variables selected by the stepwise procedure are there-

fore used in all the subsequent models for each typology of crime. 

 
3.1 Stepwise Models 

 
The stepwise procedure permits to select automatically the 

most explicative variables among all the ones available. The most 

widely used approaches are three: the forward procedure, the 

backward procedure and a mixed model. Forward selection starts 

with no variables in the model, trying out the variables one by one 

and including them if they are statistically significant. Conversely 

backward elimination starts with all candidate variables included in 

the model and it tests them one by one for statistical significance, 

deleting it if not significant. In this work we used a mixed method 

which is a combination of the above, testing at each stage for vari-

ables to be included or excluded. As a measure of goodness of fit 

we adopt Akaike’s Information Criterion (AIC) which includes a 

penalty that is an increasing function of the number of estimated 

parameters (Akaike, Hirotugu, 1974).   

In order to make the results comparable, we collected all the 

most explicative variables, derived from the stepwise procedure, 

from the three different categories of crimes and we created a sim-

ple linear model for each crime typology.  

The more explicative variables selected by the stepwise 

model are related to the three different categories of variables; in 

fact the model selects some spatial, some demographic and some 

socio-economic variables as highly explicative. In particular the 

most representative spatial variables are Line-Length, Integration 

and Choice: the first and the second variables have a positive influ-

ence on crimes: this means that in more integrated and long street 
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higher number of crimes occurs. On the contrary high level of the 

variable Choice acts as a deterrent on committing crimes. Accord-

ing to demographic variables the most important one is the number 

of residents (RES_TOT) while the division in range of ages does 

not appear significant (RES_0.18, RES_>65); also the measures of 

the Human Development Index of the countries from which the res-

idents come from have a significant influence on crimes: in particu-

lar residents from country of origin with low level of HDI seem to 

increase the number of damages and fires occurred. The number of 

shops in a street is positive correlated with the number of crimes 

because of the capacity of shops to attract people and to increase 

the opportunities of committing crimes.  

All the four models look explicative, with high levels of R 

squared especially for what concerns the crimes against properties, 

which form the most numerous class, where R^2 reaches a value of 

84%.  

 

Table 4  Linear Model – Damages and fires – 

CRIMES_DAMAGES Estimate Std Error t value Pr(>|t|) 

(Intercept)  0.4364    1.8651   0.2340  0.8156    

INTEGRATION  2.4530    0.9494   2.5840  0.0117  * 

CHOICE -2.2690    1.0662  -2.1280  0.0366  * 

LINE LENGTH  0.0135    0.0025   5.2930  0.0000  *** 

RES_TOT -0.0031    0.0040  -0.7850  0.4350    

NUMBER OF SHOPS  0.0721    0.0730   0.9890  0.3259    

HDI_LOW  0.1036    0.0482   2.1490  0.0349  * 

PERC_FOREIGN -8.3721  14.3093  -0.5850  0.5603    

R^2 0.66 
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Table 5  Linear Model – Crimes against properties – 

CRIMES_PREDATORY Estimate Std Error t value Pr(>|t|) 

(Intercept)  0.7337   1.9782  0.3710 0.7118   

INTEGRATION  2.7494   1.0069  2.7300 0.0079 ** 

CHOICE -1.7685   1.1308 -1.5640 0.1220   

LINE LENGTH  0.0093   0.0027  3.4580 0.0009 

**

* 

RES_TOT -0.0005   0.0042 -0.1170 0.9071   

NUMBER OF SHOPS  0.5720   0.0774  7.3920 0.0000 

**

* 

HDI_LOW  0.0433   0.0511  0.8460 0.4001   

PERC_FOREIGN -4.0555 15.1767 -0.2670 0.7900   

R^2 0.84 

 

 

Table 6  Linear Model – Violent crimes – 

CRIMES_VIOLENT Estimate Std Error t value Pr(>|t|) 

(Intercept) -0.1489 0.2149 -0.6930 0.4904   

INTEGRATION  0.0935 0.1094  0.8550 0.3954   

CHOICE -0.1625 0.1228 -1.3230 0.1899   

LINE LENGTH  0.0007 0.0003  2.5010 0.0146 * 

RES_TOT  0.0002 0.0005  0.5350 0.5943   

NUMBER OF SHOPS  0.0232 0.0084  2.7550 0.0074 

*

* 

HDI_LOW -0.0003 0.0056 -0.0520 0.9590   

PERC_FOREIGN  0.3865 1.6485  0.2340 0.8153   

R^2 0.51 
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Table 7  Linear Model – Total crimes – 

CRIMES_TOT Estimate Std  Error t value Pr(>|t|) 

(Intercept)    0.9979   3.6086  0.2770 0.7829   

INTEGRATION    5.2948   1.8369  2.8830 0.0051 ** 

CHOICE -  4.2432   2.0628 -2.0570 0.0432 * 

LINE LENGTH    0.0236   0.0049  4.7850 0.0000 *** 

RES_TOT -  0.0033   0.0077 -0.4320 0.6667   

NUMBER OF SHOPS    0.6735   0.1412  4.7720 0.0000 *** 

HDI_LOW    0.1443   0.0933  1.5480 0.1259   

PERC_FOREIGN -11.8030 27.6851 -0.4260 0.6711   

R^2 0.80 

 
In spite of the high level of goodness of fit of the models, 

the stepwise model presents some relevant limitations. The princi-

pal limit of this model is the fact that it does not take into account 

the autoregressive spatial component that can be significant in spa-

tial data on crimes; in fact a vast literature has explored the spatial 

dependency pattern of crime events, pointing out that units tend to 

be influenced by neighbor ones (e.g. Morenoff et al., 2001; Wil-

sem, 2009; Cohen & Tita, 1999). This limit can be ride out using 

an appropriate autoregressive spatial model; as a result, in section 

3.2 and 3.3, we describe the construction of a SAR and of a CAR 

model. Another problem is the fact that the prevision on crimes 

could also assume negative values: in this context the negative pre-

dictions have been considered as zero crimes. 

 

 
3.2 Simultaneous Autoregressive Models 

 
The introduction of a autoregressive model to study crimi-

nality is largely justified by the fact that the activities in one area 
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have an influence in the neighborhood (Morenoff et al., 2001; 

Sampson, 2004); many applications of spatial autoregressive mod-

els in criminology involve the study of the gangs wars or drug mar-

kets, which are phenomena particularly spatially dependent (e.g 

Decker 1996; Cohen & Tita, 1999; Griffiths & Chavez, 2004, Tita 

& Greenbaum, 2009).  

Simultaneous autoregressive models assume that the re-

sponse variable at each location i is a function of the explanatory 

variables at i  but that it depends also on the values of the response 

variable at close locations j as well (Cressie, 1993; Lichstein et al.  

2002). The specification of the spatial dependence in crime analysis 

often follows the Tobler’s First Law of Geography (Tobler, 1970) 

which states that “everything is related to everything else, but near 

things are more related than distant things”. In SAR model, the 

neighborhood relationship is formally expressed using a n x n ma-

trix of spatial weights (W), where elements (wij) represent a meas-

ure of the connection between locations i and j. In particular in this 

work we have considered as neighbors all the adjacent streets 

building up a symmetric matrix of neighborhood. Other kind of 

neighborhood matrices can be constructed for example defining 

them in terms of distance instead of in term of adjacency (Doreian, 

1980).  After the definition of the neighborhood structure we have 

given a weight of one to neighbor streets and a weight of zero to 

streets that are not considered close one to each other. At this point 

it is possible to build up a spatial model that takes into account the 

spatial pattern of the residuals, modeling the eventual spatial de-

pendency of crime.  

If the vector of response variables is multivariate normal, 

we can formally express the SAR model as follows (Cressie, 1993): 

 

 �� = �� + �� (1)  
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where �� is the random process in i, �� is the mean in i, and �� is the i-th value of a vector of normally distributed random errors 

with zero mean and covariance matrix: 

 

 � = [	
 − ������	
 − ��]���� (2) 

 

where � represents the spatial autocorrelation parameter and �� is the variability measure,  is a weighted neighborhood matrix 

and � is a diagonal matrix used to account for nonhomogeneous 

variance of the marginal distributions; in this context the � matrix 

is considered as a identity matrix 
���. The small scale variation 

due to interactions with neighbors is modeled by fitting an auto-

regressive covariance model to Σ. To take into account the covari-

ance structure of data we can express the model with the following 

equation: 

 � = �� + �	� − ��� +���� (3) 

 

where  �� is the linear trend, �	� − ��� the covariance 

structure and �� �⁄ � the noise of model. 

As is clear from the results tables of the SAR model the ma-

jority of the coefficients look significant as they have been already 

selected through a stepwise procedure. Choice maintains negative 

influence on crimes, in particular for the damages and fires: this 

can be reasonable, in fact vandalism actions often occurred in not 

crowded roads. On the contrary, obviously, the longer the street is, 

the riskier it is in terms of absolute number of crimes. It could be 

interesting to divide the number of crimes occurred in a street by 

the Line-Length of the street in order to obtain a measure of risk 

independent from the length of the street. The presence of shops 

have a positive influence on the occurrences of crimes: this connec-

tion is particularly obvious for the crimes against properties like 
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thefts and muggings who often occurred near shopping centers or 

markets.  

It is important to specify that the autoregressive component 

Rho does not result significant for the three typology of crimes (see 

Tables 8 - Tables 10): it is significant only for the model of total 

number of crimes probably because this is the larger category of 

crimes including all the three previous mentioned subcategories. So 

it does not seem to exist a significant autoregressive pattern in 

crime data analyzed.  
 

Table 8  SAR Model – Damages and fires – 

CRIMES_DAMAGES Estimate Std Error t value Pr(>|t|) 

(Intercept)  0.3092 1.8501  0.1671 0.8673   

INTEGRATION  2.6876 0.9411  2.8559 0.0043 ** 

CHOICE -2.1610 1.0499 -2.0582 0.0396 * 

LINE LENGTH  0.0131 0.0024  5.5306 0.0000 *** 

RES_TOT -0.0026 0.0036 -0.7134 0.4756   

NUMBER OF SHOPS  0.0251 0.0688  0.3645 0.7155   

HDI_LOW  0.1093 0.0436  2.5065 0.0122 * 

PERC_FOREIGN -6.3366 13.7003 -0.4625 0.6437   

Rho 0.0609     0.1507 

R^2 0.68 

AIC 580.2 

 

Table 9  SAR Model – Crimes against properties – 

CRIMES_PREDATORY Estimate Std Error z value Pr(>|z|) 

(Intercept)  0.8075 1.9553  0.4130 0.6796   

INTEGRATION  2.6879 0.9954  2.7003 0.0069 ** 

CHOICE -1.7540 1.1109 -1.5789 0.1144   
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LINE LENGTH  0.0093 0.0025  3.7068 0.0002 *** 

RES_TOT -0.0013 0.0038 -0.3344 0.7381   

NUMBER OF SHOPS  0.5300 0.0729  7.2734 0.0000 *** 

HDI_LOW  0.0669 0.0463  1.4458 0.1482   

PERC_FOREIGN -7.6952 14.5117 -0.5303 0.5959   

Rho 0.0585     0.1344 

R^2 0.85 

AIC 589.79 

 

Table 10  SAR Model –Violent crimes – 

CRIMES_VIOLENT Estimate Std Error z value Pr(>|z|) 

(Intercept) -0.1480 0.2018 -0.7334 0.4633   

INTEGRATION  0.1040 0.1021  1.0189 0.3083   

CHOICE -0.1786 0.1148 -1.5551 0.1199   

LINE LENGTH  0.0007 0.0003  2.5878 0.0097 ** 

RES_TOT  0.0003 0.0004  0.6348 0.5255   

NUMBER OF SHOPS  0.0245 0.0080  3.0842 0.0020 ** 

HDI_LOW -0.0008 0.0053 -0.1554 0.8765   

PERC_FOREIGN  0.3744 1.5515  0.2413 0.8093   

Rho -0.0161     0.6728 

R^2 0.51 

AIC 223.34 

 

Table 11  SAR Model – Total crimes – 

CRIMES_TOT Estimate Std Error z value Pr(>|z|) 

(Intercept)    0.8837 3.5863  0.2464 0.8054   

INTEGRATION    5.4727 1.8055  3.0311 0.0024 ** 

CHOICE -  3.9549 2.0088 -1.9688 0.0490 * 
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LINE LENGTH    0.0232 0.0045  5.1937 0.0000 *** 

RES_TOT - 0.0038 0.0067 -0.5681 0.5700   

NUMBER OF SHOPS    0.5425 0.1303  4.1620 0.0000 *** 

HDI_LOW    0.1885 0.0810  2.3260 0.0200 * 

PERC_FOREIGN -15.0836 25.9865 -0.5804 0.5616   

Rho 0.0823     0.0214 

R^2  0.82 

AIC 686.52 

 

The goodness of fit of the models remain high, ranging 

from 51% for violent crimes to 85% for crimes against properties. 

Also the SAR model produce negative predictions: for this reason 

all the streets with negative predictive values are considered as 

street with no crimes estimated. 

As we said before, the spatial autoregressive component 

does not result significant; this fact can have various reasons. First 

of all it is possible that the Space Syntax Variables capture them-

selves the spatial correlation structure; furthermore the small di-

mension of the district can affect the analysis. The next step of our 

analysis consists in the computation of the CAR models, in order to 

understand if the changing of the covariance matrix could modify 

the results.  
 

3.3 Conditional Autoregressive Models 

 

What is different between a SAR and a CAR model is the 

covariance matrix; in particular for the CAR model it is expressed 

by the following equation: 

 � = 	
 − ������� (4) 

 

where � represents the spatial autocorrelation and �� is the 

variability measure,  is a weighted neighborhood matrix and � is 
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a diagonal matrix used to account for nonhomogeneous variance of 

the marginal distributions. 

Results on the CAR model are much similar to the ones on 

the SAR model in terms of sign and significance of the coefficients 

and in terms of goodness of fit. Also using a CAR model the spatial 

autoregressive component does not result significant.  

 

Table 12  CAR Model – Damages and fires – 

CRIMES_DAMAGES Estimate Std Error z value Pr(>|z|) 

(Intercept)  0.2975 1.8384  0.1618 0.8714   

INTEGRATION  2.5760 0.9361  2.7519 0.0059 ** 

CHOICE -2.2420 1.0467 -2.1421 0.0322 * 

LINE LENGTH  0.0132 0.0024  5.5355 0.0000 *** 

RES_TOT -0.0027 0.0037 -0.7480 0.4545   

NUMBER OF SHOPS  0.0402 0.0691  0.5811 0.5612   

HDI_LOW  0.1074 0.0444  2.4202 0.0155 * 

PERC_FOREIGN -6.8572 13.6883 -0.5010 0.6164   

Rho 0.0819     0.2117 

R^2 0.68 

AIC 580.7 

 

Table 13  CAR Model –Crimes against properties – 

CRIMES_PREDATORY Estimate Std Error z value Pr(>|z|) 

(Intercept)  0.7183 1.9521  0.3680 0.7129   

INTEGRATION  2.6436 0.9931  2.6619 0.0078 ** 

CHOICE -1.8007 1.1102 -1.6219 0.1048   

LINE LENGTH  0.0093 0.0025  3.6748 0.0002 *** 

RES_TOT -0.0010 0.0039 -0.2544 0.7992   

NUMBER OF SHOPS  0.5404 0.0732  7.3820 0.0000 *** 
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HDI_LOW  0.0599 0.0469  1.2753 0.2022   

PERC_FOREIGN -6.5398 14.4977 -0.4511 0.6519   

Rho 0.0849     0.1756 

R^2  0.85 

AIC 590.2 

 

Table 14 CAR Model – Violent crimes – 

CRIMES_VIOLENT Estimate Std Error z value Pr(>|z|) 

(Intercept) -0.1483 0.2008 -0.7384 0.4603   

INTEGRATION  0.1080 0.1012  1.0672 0.2859   

CHOICE -0.1869 0.1140 -1.6397 0.1011   

LINE LENGTH  0.0007 0.0003  2.5610 0.0104 * 

RES_TOT  0.0003 0.0004  0.6777 0.4980   

NUMBER OF SHOPS  0.0252 0.0079  3.1744 0.0015 ** 

HDI_LOW -0.0011 0.0053 -0.2065 0.8364   

PERC_FOREIGN  0.3624 1.5433  0.2348 0.8144   

Rho -0.0481     0.6045 

R^2  0.51 

AIC 223.25 

 

Table 15 CAR Model – Total crimes – 

CRIMES_TOT Estimate Std Error z value Pr(>|z|) 

(Intercept)    0.6836   3.5769  0.1911 0.8484 

INTEGRATION    5.2259   1.8084  2.8898 0.0039 ** 

CHOICE -  4.2352   2.0197 -2.0969 0.0360 * 

LINE LENGTH    0.0233   0.0045  5.1181 0.0000 *** 

RES_TOT -  0.0035   0.0069 -0.5015 0.6160 

NUMBER OF SHOPS    0.5906   0.1320  4.4729 0.0000 *** 
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HDI_LOW     0.1705   0.0840  2.0297 0.0424 * 

PERC_FOREIGN -13.1499 26.1386 -0.5031 0.6149 

Rho 0.1000 0.0505 

R^2 0.82 

AIC 687.99 

 

We can identify some problems in the use of spatial auto-

regressive model on these data. First of all, data are assumed to be 

normally distributed but this distribution does not fit well with  the 

distribution of crime, a count dependent variable; for this reason in 

the next paragraph we will consider different models, more suitable 

for count data, based on a Negative Binomial distribution. Moreo-

ver the spatial autoregressive component Rho seems to be not sig-

nificant: this may be due to the fact that the Space Syntax variables 

included in the model implicitly take into account the spatial auto-

regressive component. Furthermore the presence of a lot of streets 

with no crimes occurred can distort the results: a zero inflated 

model will be considered to face this problem.  

 
 

3.4  Negative Binomial Model 

In this work we consider as dependent variable the number 

of crime complaints. So, after a preliminary analysis with standard 

regression models, it is natural to consider models for counting da-

ta. The count models are used with non-negative integer responses 

to express the number of occurrences of an event. In a Poisson re-

gression model the probability of  the area i having �� occurrences 

is given by: 

  	��� = !"#	�$%�$%&%'%!  (5)  

 

where )� is the area parameter for i . To estimate the Poisson model 

it is necessary to specify the Poisson parameter )�, that represents 



 

27 
 

the expected number of events per period, as function of the expli-

cative variables: 

 )� = *+ 	�+�� (6) 

 

where +� is a vector of explanatory variables and � is a vector of 

estimated parameters. The Negative Binomial Regression Model is 

obtained rewriting the previous equation adding a term of error �� 
with mean 1 and variance ,�: 

 

 )� = *+ 	�+� + ��� (7) 

 

The , parameter is considered an over-dispersion parame-

ter. The addition of this term permits the variance to be different 

from the mean. The negative binomial distribution has the form: 

 

  	��� = -	�//0'%�-	�//�'%! 	2 �//�//0345
�6 2 34�//0345'4 (8) 

 

where Γ	. � is the Gamma function. Through the likelihood function 

(9) it is possible to estimate the parameters. 

 

  9	)�� = ∏ -	�//0'%�-	�//�'%! 			2 �//	�//�0345�// 2 34	�//�0345'4 (9)		
In practice, the Negative Binomial Model is derived from 

the Poisson Gamma mixture model and it is used to model count 

data when the mean and the variance cannot be considered equal 

(Hilbe, 2007). In this case, when the response variance is greater 

than the mean we talk about over-dispersion. Over-dispersion is 

caused by positive correlation between responses or by an excess 

variation between response probabilities or counts (Hilbe, 2007) 

and it brings to an underestimation of the standard errors. As is ev-

ident from Table 16 for all the response variables the variance is 
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considerably greater than the mean; for this reason the use of Nega-

tive Binomial Model instead of a Poisson Model seems to be desir-

able. 

 

Table 16  Descriptive statistics of the response variables 

  Mean Variance Max 

CRIMES_TOT 20.54 975.62 160.00 

CRIMES_DAMAGES 8.43 152.32 74.00 

CRIMES_PREDATORY 11.54 372.25 81.00 

CRIMES_VIOLENT 0.55 1.38 6.00 

 

We can interpret the negative binomial regression coeffi-

cient as follows: for a one unit change in the predictor variable, the 

difference in the logs of expected counts of the response variable is 

expected to change by the respective regression coefficient, assum-

ing that the other variables are kept constant. 

 Using a Negative Binomial Model the significance of some 

of the coefficients changes: in the model on damages and fires 

some variables are no longer significant, in particular the variables 

Integration and HDI_LOW.  

 

Table 17  NB Model – Damages and fires – 

CRIMES_DAMAGES Estimate Std Error t value Pr(>|t|) 

(Intercept) 1.1970 0.2464 4.8600 0.0000   

INTEGRATION 0.1861 0.1449 1.2800 0.1990   

CHOICE -0.1682 0.0963 -1.7500 0.0810 . 

LINE LENGTH 0.0008 0.0002 4.6300 0.0000 *** 

RES_TOT 0.0001 0.0003 0.2900 0.7710   

NUMBER OF SHOPS 0.0027 0.0065 0.3800 0.7010   

HDI_LOW 0.0057 0.0041 1.4000 0.1610   
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PERC_FOREIGN -1.0521 1.8586 -0.5700 0.5710   

lnalpha 1.9916  0,2379        

alpha 7.3278  1.7440      

R^2 0.63 

LR chi2 =55.17 Prob > chi2 = 0.0000 

Likelihood-ratio test of alpha = 0:  chibar2(01) = 284.38    Prob>=chibar2 = 0.000 

 

Table 18 NB Model – Crimes against properties – 

CRIMES_PREDATORY Estimate Std Error t value Pr(>|t|) 

(Intercept) 1.3920 0.2054 6.7800 0.0000 *** 

INTEGRATION 0.4538 0.1448 3.1300 0.0020 ** 

CHOICE -0.1618 0.0742 -2.1800 0.0290 * 

LINE LENGTH 0.0007 0.0002 4.0000 0.0000 *** 

RES_TOT 0.0003 0.0002 1.2300 0.2200   

NUMBER OF SHOPS 0.0129 0.0047 2.7200 0.0060 ** 

HDI_LOW 0.0005 0.0031 0.1700 0.8610   

PERC_FOREIGN -0.3233 1.4940 -0.2200 0.8290   

lnalpha 1.8057  0.2267        

alpha 6.0844  1.3795      

R^2 0.72 

LR chi2 =74.76 Prob > chi2 = 0.0000 

Likelihood-ratio test of alpha=0: chibar2(01) =  240.17  

Prob>=chibar2 = 0.000 

 

Table 19  NB Model – Violent crimes – 

CRIMES_VIOLENT Estimate Std Error t value Pr(>|t|) 

(Intercept) -1.7780  0.4574  -3.8900  0.0000  *** 

INTEGRATION 0.3665  0.2797  1.3100  0.1900    
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CHOICE -0.2178  0.1567  -1.3900  0.1650    

LINE LENGTH 0.0009  0.0003  2.9700  0.0030  ** 

RES_TOT 0.0003  0.0004  0.8100  0.4190    

NUMBER OF SHOPS 0.0130  0.0079  1.6400  0.1000    

HDI_LOW 0.0000  0.0055  0.0000  0.9960    

PERC_FOREIGN -0.0812  3.6670  -0.0200  0.9820    

lnalpha -2.6480  3.6796        

alpha 0.0708  0.2605      

R^2 0.43 

LR chi2 =32.88 Prob > chi2 = 0.0000 

Likelihood-ratio test of alpha=0: chibar2(01) = 0.08  

Prob>=chibar2 = 0.386 

 

In order to test the effective presence of over-dispersion, we 

analyzed the dispersion parameter alpha. If the dispersion 

parameter equals zero, the model can be reduced to a Poisson 

model because the over-dispersion in data is not significant and the 

Poisson model is less expensive in term of computation. To test the 

significance of alpha a Likelihood Ratio chi-square test is used; if 

the test statistic assumes a high value, this suggest that the response 

variable is over-dispersed and that the application of a Negative 

Binomial Model is appropriate. As is clear from the tables of 

results, over-dispersion is evident for damages and fires, crimes 

against properties and for the total number of crimes. Conversely 

the parameter alpha does not result significant for violent crimes; 

for this reason, for this typology of crimes, it could reasonable to 

use a Poisson Model. Table 20 reports the results of the Poisson 

model run on the violent crimes data: the table records the Pearson 

dispersion statistic, defined as the ratio between the Pearson 

statistic and the degree of freedom (number of observation less the 

predictor, 75 in our example). If there is no over-dispersion in data 

the statistic assumes a value of one; on the contrary, value of 
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approximately 6.25 identify over-dispersion (Hilbe, 2007). This 

statistic, computed for all the response variables,  highlights the 

presence of over-dipersion in all the model, except for the model 

built on violent crimes, for which is therefore more appropriate a 

Poisson Model rather that a Negative Binomial model. 

 

Response Variable Pearson (1/df)Pearson 

CRIMES_TOT 822.14 11.72 

CRIMES_DAMAGES 549.68 7.33 

CRIMES_PREDATORY 468.07 6.24 

CRIMES_VIOLENT 78.16 1.04 

 

 

Table 20 Poisson Model – Violent crimes – 

CRIMES_VIOLENT Estimate Std Error t value Pr(>|t|) 

(Intercept) -1.7930 0.4452 -4.0300 0.0000 *** 

INTEGRATION 0.3586 0.2725 1.3200 0.1880   

CHOICE -0.1940 0.1194 -1.6200 0.1040   

LINE LENGTH 0.0009 0.0003 3.1400 0.0020 ** 

RES_TOT 0.0003 0.0004 0.8700 0.3860   

NUMBER OF SHOPS 0.0132 0.0076 1.7300 0.0840   

HDI_LOW -0.0004 0.0052 -0.0700 0.9410   

PERC_FOREIGN 0.0063 3.5940 0.0000 0.9990   

R^2 0.57 

Deviance  =  72.2304            (1/df) Deviance =  .9631 

Pearson   =  78.1629              (1/df) Pearson  =  1.0421 

AIC =  1.7704                        BIC = -259.18 
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Table 21 BN Model – Total crimes –. 

CRIMES_TOT Estimate Std Error t value Pr(>|t|) 

(Intercept) 2.0080 0.2044 9.8200 0.0000 *** 

INTEGRATION 0.2965 0.1361 2.1800 0.0290 * 

CHOICE -0.1537 0.0792 -1.9400 0.0520 * 

LINE LENGTH 0.0008 0.0002 4.5900 0.0000 *** 

RES_TOT 0.0002 0.0002 0.9000 0.3700   

NUMBER OF SHOPS 0.0093 0.0055 1.6800 0.0920   

HDI_LOW 0.0023 0.0034 0.6800 0.4940   

PERC_FOREIGN -0.2915 1.4492 -0.2000 0.8410   

lnalpha 2.5810  0.2073        

alpha 13.2110  2.7390      

R^2 0.71 

LR chi2 = 67.93  Prob > chi2 = 0.0000 

Likelihood-ratio test of alpha=0:  chibar2(01) = 603.28   Prob>=chibar2 = 0.000 

 

Even though R^2 measure is not appropriate in the context 

of count data model, we compute it in order to have a common 

measure of the goodness of fit of the models. The coefficient of de-

termination decreases a little bit particularly for the crimes against 

properties; although this drop, all the model still preserve high level 

of goodness of fit.  

The explicative capacity of the models is confirmed by the 

LR test statistic that tests the null hypothesis: “all regression coeffi-

cients in the model are simultaneous equal to zero”. It is calculated 

as negative two times the difference of the likelihood for the null 

model and the fitted model where the null model corresponds to the 

last iteration from fitting constant-only model. In order to test the 

null hypothesis, we observe the “Prob>Chi2” (In Table 17-20) 
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which represents the probability of getting a LR test statistic as ex-

treme or more extreme than the observed under the null hypothesis 

and we compare the p-value with the usual level of 0.05. As is evi-

dent from Table 17-20 all the models seem significant, in fact the 

p-value from the LR test are lower than 0.00001; as a result at least 

one of the regression coefficients in all the models is not equal to 

zero.  

Even though this typology of model seems suitable for this 

data, it presents some limits: firstly it does not take into account a 

possible spatial autocorrelation in data, moreover it does not con-

sider the fact that a lot of streets don’t register any crimes. We will 

talk about the first limit in the conclusion section. For what con-

cerns the second limit, a solution can be found, in the context of 

count data models, using a zero inflated model, which permits to 

take into account the massive presence of streets without any crime 

recorded. 
 

3.5  Zero Inflated Negative Binomial Model 
 

As just mentioned this model has been implemented to take 

into account the fact that a lot of streets don’t register any crimes. 

This models were introduced by Lambert (1992) to face the prob-

lem of data containing an excessive number of zero observations. 

Zero inflated models are used when a “zero” observation can arise 

from two different situations: the failing to observe an event or the 

inability to observe an event (Washington, Karlafftis, Mannering, 

2003). The Zero Inflated Negative Binomial (ZINB) regression 

model follows the formula: 
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;<=
<>�� = 0	 					@� + 	1 − @�� B �/C�D0$%E

�/C																																								
�F = � 	1 − @�� BΓ21,+�5GF1/D	1−GF��Γ21,5�! E , � = 1,2,3…  (10) 

 

 

where G� = 	1 ,�⁄ [⁄ 	1 ,�⁄ + )�]. In order to estimate the parame-

ters, the maximum likelihood methods is used. 

 

 

Figure 1: Distribution of the number of crime complaints 
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As is evident from Figure 1, all the typologies of crime ac-

count for an excessive number of zero;  this phenomenon is par-

ticularly clear for violent crimes. For this typology of crime, be-

cause of the conclusion on the over-dispersion parameter of the 

previous paragraph, we use a Zero Inflated Poisson Model rather 

than a Zero Inflated Negative Binomial Model. 

 In this context the zero inflation has been assumed to fol-

low a logit process. As we can see from the tables of results (Table 

22-25) all the regression are significant, as the p-value of the LR 

Chi2 test shows. Also in these models the R^2 statistics must be 

read with caution because they are not a proper measures of the 

goodness of fit in count models; however the LR test on the signifi-

cance of the regression confirm that at least one of the coefficients 

is significantly different from zero, for all the models. In order to 

compare the ZINB to the standard NB model we can use the Vuong 

Test (Vuong, 1989). This test compares the zero-inflated negative 

binomial model to a standard negative binomial model. In our 

models the z-values are not significant, therefore the Vuong test 

shows that the zero-inflated negative binomial is not better than the 

standard negative binomial.  

 

Table 22 ZIBN Model – Damages and  fires– 

CRIMES_DAMAGES Estimate Std Error t value Pr(>|t|) 

(Intercept) 1.4960 0.4829 3.1000 0.0020 ** 

INTEGRATION 0.4741 0.1542 3.0700 0.0020 ** 

CHOICE -0.1757 0.1209 -1.4500 0.1460   
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LINE LENGTH 0.0009 0.0003 3.0700 0.0020 ** 

RES_TOT 0.0002 0.0006 0.3900 0.7000   

NUMBER OF SHOPS -0.0013 0.0081 -0.1600 0.8690   

HDI_LOW 0.0045 0.0067 0.6700 0.5040   

PERC_FOREIGN -2.3940 4.1587 -0.5800 0.5650   

Inflate_const -1.3375 0.4251 -3.1500  0.0020    

lnalpha -0.5518  0.3589  -1.54 0.124   

alpha 0.5759  0.2067      

R^2 0.60 

LR chi2 =42.74 Prob > chi2 = 0.0000 

Vuong test of ZIBN vs NB: z = 0.73  Prob>z = 0.2338 

 

The values and the significance of the coefficients change, 

particularly for the model on the total number of crimes in which 

the variables Choice and Number of Shops lose their significance. 

The coefficient of determination significantly decreases in all the 

models.  

 

Table 23 ZIBN Model – Crimes against properties –. 

CRIMES_PREDATORY Estimate Std Error t value Pr(>|t|) 

(Intercept) 1.1480 0.3053 3.7600 0.0000 *** 

INTEGRATION 0.6233 0.1387 4.4900 0.0000 *** 

CHOICE -0.1500 0.1021 -1.4700 0.1420   

LINE LENGTH 0.0007 0.0003 2.6500 0.0080 ** 

RES_TOT 0.0006 0.0005 1.2000 0.2310   

NUMBER OF SHOPS 0.0142 0.0072 1.9700 0.0490 * 

HDI_LOW -0.0004 0.0054 -0.0700 0.9410   

PERC_FOREIGN -0.2266 2.4170 -0.0900 0.9250   

Inflate_const -2.4332 0.8284 -2.9400 0.0030   
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lnalpha -0.7729 0.3305 -2.3400 0.0190   

alpha 0.4617 0.1526     

R^2 0.58 

LR chi2 =78.88 Prob > chi2 = 0.0000 

Vuong test of ZIBN vs NB: z =     0.50  Pr>z = 0.3097 

 

Table 24 ZIP Model – Violent crimes – 

CRIMES_VIOLENT Estimate Std Error t value Pr(>|t|) 

(Intercept) -1.6106 0.5029 -3.2000 0.0010 *** 

INTEGRATION 0.3578 0.2818 1.2700 0.2040 *** 

CHOICE -0.0179 0.0933 -0.1900 0.8470   

LINE LENGTH 0.0007 0.0003 2.1000 0.0360 ** 

RES_TOT 0.0004 0.0004 1.0200 0.3070   

NUMBER OF SHOPS 0.0175 0.0074 2.3600 0.0180 * 

HDI_LOW 0.0010 0.0050 0.2100 0.8370   

PERC_FOREIGN -1.9789 4.3849 -0.4500 0.6520   

Inflate_const -2.2713 1.0270 -2.2100 0.0270   

R^2  0.27 

LR chi2 = 54.33 Prob > chi2 = 0.0000 

Vuong test of ZIP vs standard Poisson: z =  1.37  Pr>z = 0.0853 

 

Table 25 ZIBN Model – Total crimes –. 

CRIMES_TOT Estimate Std Error t value Pr(>|t|) 

(Intercept) 1.8046 0.3917 4.6100 0.0000 *** 

INTEGRATION 0.4898 0.1295 3.7800 0.0000 *** 

CHOICE -0.1467 0.1290 -1.1400 0.2550   

LINE LENGTH 0.0008 0.0003 2.6000 0.0090 ** 

RES_TOT 0.0006 0.0006 1.0000 0.3160   
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NUMBER OF SHOPS 0.0088 0.0085 1.0400 0.3000   

HDI_LOW 0.0008 0.0067 0.1100 0.9090   

PERC_FOREIGN -0.8664 2.9720 -0.2900 0.7710   

Inflate_const -2.7850 1.0332 -2.7000 0.0070   

lnalpha -0.2851 0.2840 -1.0000 0.3160   

alpha 0.7520 0.2136     

R^2 0.56 

LR chi2 =61.92 Prob > chi2 = 0.0000 

Vuong test of ZIBN vs NB: z =     0.37  Pr>z = 0.3539 

 

 
 

4. Models comparison 
As is evident from Table 26, the linear regression and the 

spatial autoregressive models bring to similar results in terms of 

sign and significance of the coefficients and goodness of fit. The 

most significant variable is the length of a street: in fact it is obvi-

ous that  longer streets register a higher number of crimes. The in-

tegration of a street is significantly and positively related to damag-

es and fires and to crimes against properties, while the Choice is a 

deterrent for vandalism actions. The presence of shops tends to be 

positive related to crimes, especially for crimes against properties. 

The percentage of foreign people resident in a street does not seem 

to be related to crimes in this district: anyway we have decided to 

include this variable in the model because it could be highly signif-

icant in some other districts of Genoa. The goodness of fit is high 

reaching a value of 84% for crimes against properties in the linear 

and spatial autoregressive models. 

The Negative Binomial and the Negative Binomial Zero In-

flated bring to different results in terms of significance and R^2; 

some coefficients, especially the number of residents from coun-

tries of origin with low level of HDI is no longer significant; how-
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ever all the models seem to confirm the general influence of the 

explicative variables on crime. 

Table 26 summarizes the comparison between models: as is 

evident the sign of the coefficient doesn’t change between the 

models, showing robustness. In addition the significance of the co-

efficient is almost the same; this is a confirm of the effectiveness of 

the variables used. 

 
Table 26: comparison between models 

 

 

 

 

 

 

 

 

 

5. Conclusions and further work 
These preliminary results should be read carefully for 

various reasons. Firstly this analysis focuses on a small district of 

Genoa: it will be interesting to extent these results to other city 

districts and to other cities with different spatial, economic and 

demographic features in order to validate the effectiveness of the 

variables in different contexts of application. Moreover some 

important variables have not been included in the models. 

Particularly, the income of the residents is, for the time being, not 

available; many researchers have pointed out a strict relationship 

between the number of crimes and the income or relative 

deprivation of people (Land, et al, 1990; Messner and Rosenfeld, 

1999; Sampson, Morenoff, and Gannon-Rowley, 2002, Mears, 

Bhati,  2006). For this reason it could be relevant to include in the 

VARIABLE LIN SAR CAR NB ZINB LIN SAR CAR NB ZINB LIN SAR CAR NB ZINB

INTEGRATION + + + + + + + + +

CHOICE - - - - -

LINE LENGTH + + + + + + + + + + + + + + +

RES_TOT

SHOPS + + + + + + + + + +

HDI_34 + + +

PERC_FOREIGN

DAMAGES AND FIRES  AGAINST PROPERTIES VIOLENT CRIMES



40 
 

models a variable, such as the value of the houses, as a proxy of the 

income of the residents in an area. 

Another problem to be faced is that crimes complaints 

recorded by police force are only a proxy of the actual number of 

crimes. The problem of crimes undetected can be solved collecting 

additional information throught appropriate surveys. 

Moreover, the spatial dependence structure is still under fo-

cus: we expect that the weakness of spatial autocorrelation is due to 

the fact that a relevant part of it is implicitly specified inside the 

Space Syntax variables used in model and further work will be 

done in this direction. In order to verify this conjecture, future 

analyses will be focused on the construction of a model which 

takes into account all the three aspect of our study: counting de-

pendent variable, zero inflation and spatially structured random ef-

fects.  Particular attention is given to the Besag (1991) model; this 

Bayesian model is mainly used in epidemiological studies but it can 

be suitable also in crime analysis. The development of a Bayesian 

approach to model spatial data has significantly increased since 

1990s with many applications in disease mapping (Mollie, 1996 ; 

Congdon 2002). Some authors have already used this approach in 

the analysis of crime (Law and Haining, 2004; Cohen 1998; Berry, 

Evett and Pinchin 1992). For this reason the next step of the analy-

sis will focus on the construction of a Bayesian model to express 

the relationship between crimes and spatial and socio demographic 

variables using this innovative approach. 
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